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¢ 654

Insert at the bottom of the first segment ID stack a
nodal segment identifier for the node closest to the
monitoring system

v 656
Insert the first segment ID stack into header of test
message
v 658

Forward test message according to forwarding table
entry for the segment identifier at top of first segment

ID stack 662
1 660 . . —
Select a plurality of adjacency segment identifiers to
Record success or failure of routing test message in p| encode a second test path traversing the suspected

first direction

faulty link in a second direction opposite to the first
direction

v 664
Assemble a second segment ID stack with a nodal
segment identifier for the first node of the second test
path at the top of the stack, followed by the plurality
of adjacency segment identifiers, with segment IDs
for the nodes further along the second test path in
the second direction successively lower in the stack

v 666

Insert at the bottom of the second segment ID stack
a nodal segment identifier for the test path node
closest to the monitoring system

v 668
Insert the second segment ID stack into header of
test message

! 670

Forward test message according to forwarding table

entry for segment identifier at top of second segment
ID stack

Fig. 6C ! ik

Record success or failure of routing test message in
second direction
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METHOD AND SYSTEM FOR PATH
MONITORING USING SEGMENT ROUTING

RELATED APPLICATIONS

This application claims the domestic benefit under Title 35
of'the United States Code §119(e) of U.S. Provisional Patent
Application No. 61/829,696, entitled “Backup Node Seg-
ment and Service Mirroring,” filed May 31, 2013, which is
hereby incorporated by reference in its entirety and for all
purposes as if completely and fully set forth herein. This
application is also a continuation-in-part of U.S. patent appli-
cation Ser. No. 14/047,310, entitled “Segment Routing Tech-
niques,” filed Oct. 7, 2013, which in turn claims priority to
U.S. Provisional Patent Application Ser. No. 61/710,121
entitled “Methods for Using Chain Routing,” filed Oct. 5,
2012, both of which are hereby incorporated by reference in
their entirety and for all purposes as if completely and fully
set forth herein. This application is further a continuation-in-
part of U.S. patent application Ser. No. 13/760,155, entitled
“MPLS Segment-Routing,” filed Feb. 6, 2013, which in turn
claims priority to U.S. Provisional Patent Application Ser.
No. 61/710,121 entitled “Methods for Using Chain Routing,”
filed Oct. 5, 2012. Along with the other applications refer-
enced above, above-cited application Ser. No. 13/760,155 is
hereby incorporated by reference in its entirety and for all
purposes as if completely and fully set forth herein. This
application is further a continuation-in-part of U.S. patent
application Ser. No. 14/211,174, entitled “Encoding Explicit
Paths as Segment Routing Segment Lists,” filed Mar. 14,
2014, which in turn claims priority to U.S. Provisional Appli-
cation Ser. No. 61/791,242, entitled “Segment Routing,” filed
Mar. 15, 2013, both of which are hereby incorporated by
reference in their entirety and for all purposes as if completely
and fully set forth herein. In addition, this application is a
continuation-in-part of U.S. patent application Ser. No.
13/863,013, entitled “Packet Metadata Channels Carrying
Infrastructure Metadata in Networks,” filed Apr. 15, 2013,
which in turn claims priority to U.S. Provisional Application
Ser. No. 61/763,224, filed Feb. 11, 2013, both of which are
hereby incorporated by reference in their entirety and for all
purposes as if completely and fully set forth herein.

TECHNICAL FIELD

This disclosure relates to networking and, more particu-
larly, to monitoring of paths in networks.

BACKGROUND

Network nodes are capable of receiving and forwarding
packets being sent through a communications network. A
network node may take the form of one or more routers, one
or more bridges, one or more switches, one or more servers,
or any other suitable communications processing device. A
packet, which may also be referred to as a “message” herein,
is a formatted unit of data that typically contains control
information and payload data. Control information may
include, for example: address information, error detection
codes like checksums, and sequencing information. Control
information is typically found in packet headers and trailers,
and payload data is typically found in between the headers
and trailers.

Packet forwarding involves decision processes that, while
simple in concept, can be complex. Since packet forwarding
decisions are handled by nodes, the total time required to

10

15

20

25

30

35

40

45

50

55

60

65

2

perform packet forwarding decision processes can become a
major limiting factor in overall network performance.

Another factor that can affect network performance is, of
course, the integrity of the network itself. For example, a
non-functioning link between a pair of network nodes can
result in lost packets or in network delays caused by re-
routing of packets. Operations, Administration and Mainte-
nance (OAM) activities include operations designed to moni-
tor or measure network path variables such as packet loss or
transmission delay.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention may be better understood, and its
numerous objects, features and advantages made apparent to
those skilled in the art by referencing the accompanying
drawings.

FIG. 1 is a diagram illustrating an example network.

FIG. 2 is a diagram illustrating an example network, rout-
ing table, and segment identifier stack.

FIG. 3A is a diagram illustrating an example network.

FIG. 3B is a diagram illustrating an exemplary portion of a
data structure relating network nodes to segment identifiers.

FIGS. 3C and 3D are graphical illustrations of a series of
segment identifier stacks.

FIG. 4A is a diagram illustrating an example network.

FIGS. 4B through 4D are graphical illustrations of segment
identifier stacks.

FIG. 5A is a diagram illustrating an example network.

FIG. 5B is a diagram illustrating an exemplary portion of a
data structure relating network nodes to segment identifiers.

FIG. 5C is a diagram illustrating an exemplary portion of a
routing table.

FIG. 5D is a graphical illustration of a segment identifier
stack.

FIGS. 6A-6C are flowcharts illustrating exemplary pro-
cesses for monitoring a network path.

FIG. 7A is a block diagram of an exemplary monitoring
system.

FIG. 7Bis ablock diagram of an alternative embodiment of
an exemplary monitoring system.

FIG. 8 is a block diagram of an embodiment of a node that
may be employed in a network as described herein.

DETAILED DESCRIPTION

Overview

A method and system are disclosed for use of segment
routing in monitoring of a network path. In one embodiment,
the method includes selecting a plurality of segment identi-
fiers and assembling the segment identifiers into a segment
identifier stack, where the segment identifier stack encodes a
test path within the network for attempted routing of a test
message. The method may further include inserting the seg-
ment identifier stack into a header associated with the test
message, and forwarding the test message according to an
entry in a forwarding table corresponding to the segment
identifier at the top of the segment identifier stack. In an
embodiment, selecting the plurality of segment identifiers
includes accessing a data structure relating each of the seg-
ment identifiers to one or more nodes within a network, and
interior gateway protocol (IGP) advertisements are used to
communicate the segment identifiers for creation or updating
of the data structure. IGP advertisements are also used to
communicate the segment identifier at the top of the segment
stack for creation or updating of the forwarding table.
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Routing

Routing is a process for forwarding network traffic (e.g.,
packets) to destinations. Commonly-employed packet for-
warding mechanisms include Internet Protocol (IP) routing
and Multiprotocol Label Switching (MPLS). IP routing uses
1P addresses inside packet headers to make forwarding deci-
sions. In contrast, MPLS nodes (i.e., nodes employing
MPLS) can make forwarding decisions using short path iden-
tifiers called labels that are attached to packets. Segment
routing (SR) is yet another packet forwarding mechanism, in
which packet forwarding decisions are based on short path
identifiers called segment identifiers attached to packets.

Operation of routing mechanisms such as IP or MPLS can
be described in terms of a “control plane” and a “data plane.”
The data plane, also referred to as the “forwarding plane,”
does the actual forwarding of packets coming into a node.
Data plane decisions may involve accessing a forwarding
table that relates the appropriate packet identifier (such as an
1P address or MPLS label) to the specific network interface, or
egress interface, the packet should be sent to in order to send
it in the right direction. Generating such a forwarding table,
based on a map, database, or other information reflecting the
topology of the network, is a function of the control plane.

The control plane generates and updates its network topol-
ogy information using one or more routing protocols. Within
an autonomous system, an interior gateway protocol (IGP) is
used for exchanging network topology information between
nodes. An autonomous system, or routing domain, as used
herein refers to a collection of interconnected network nodes
under a common administration for purposes of network con-
figuration. Exchange of routing information between autono-
mous systems is done using an exterior gateway protocols
such as Border Gateway Protocol (BGP).

There are different types of IGPs, which vary in terms of,
for example, the particular information exchanged between
nodes, whether information is shared only with neighbor
nodes or “flooded” throughout the autonomous system, and
how often the exchanged information is updated. In one type
of IGP called a link-state routing protocol, every router con-
structs a topological map of network connectivity in the form
of a graph, showing which routers are connected to which
other routers. Each router can use its map to independently
calculate the best logical path from it to every possible des-
tination in the network. The collection of best paths will then
form the routing table. Examples of link-state routing proto-
cols include the intermediate system to intermediate system
(IS-IS) and the Open Shortest Path First (OSPF) protocols.

Messages called advertisements are used in IGPs to
exchange information. Nodes in an IP network automatically
exchange network topology information through IGP adver-
tisements. MPLS is compatible with IP networks, and MPLS
forwarding may be incorporated into a portion of an IP net-
work such as the Internet, forming an IP/MPLS network. Like
1P nodes, MPLS nodes in an IP/MPLS network automatically
exchange network topology information through IGP adver-
tisements.

IP Routing

IP routing uses 1P forwarding tables in the data plane,
which are created at nodes using routing information distrib-
uted between nodes via an IGP and/or exterior gateway pro-
tocol. In simple terms, IP forwarding tables map destination
1P addresses to the next hops that packets take to reach their
destinations. When a node receives a packet, the node can
access a forwarding table using the destination address in the
packet and look up a corresponding egress interface for the
next hop. The node then forwards the packet through the
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egress interface. The next hop that receives the packet per-
forms its own forwarding table lookup using the same desti-
nation IP address, and so on.

MPLS and LDP

MPLS is commonly employed in provider networks. Pack-
ets enter an MPLS network via an ingress edge node, travel
hop-by-hop along a label-switched path (LSP) that typically
includes one or more core nodes, and exit via an egress edge
node.

Packets are forwarded along an LSP based on labels and
Label Distribution Protocol (LDP) forwarding tables. Labels
allow for the use of very fast and simple forwarding engines
in the data plane of a network node, as compared to IP for-
warding in which the destination IP address must be retrieved
from the packet header at each node. Another benefit of
MPLS is the elimination of dependence on a particular Open
Systems Interconnection (OSI) model data link layer technol-
ogy to forward packets.

Alabel is a short (compared, for example, to an IP address),
fixed-length, locally significant identifier. An MPLS label is
implemented as a 32-bit identifier, with the lowest 20 bits
allocated to the label value. The MPLS label is inserted
between the IP header and data link layer header (for
example, an Ethernet header) of a packet. In certain situa-
tions, such as when one MPLS domain is contained within
another domain, more than one label is carried by a packet,
forming a label stack. The uppermost label ina stack is closest
to the data link layer header (i.e., closest to the outside of the
packet). A node generally needs to read only the uppermost
label in the stack for packet forwarding purposes.

MPLS labels can be associated with a forwarding equiva-
lence class (FEC). Packets associated with the same FEC
should follow the same L.SP through the network. LSPs can
be established for a variety of purposes, such as to guarantee
a certain level of performance when transmitting packets, to
forward packets around network congestion, to create tunnels
for network-based virtual private networks, etc. In many
ways, LSPs are no different than circuit-switched paths in
ATM or Frame Relay networks, except that they are not
dependent on a particular Layer 2 technology.

LDP is a protocol employed in the control planes of nodes.
Two nodes, called LDP peers, can bi-directionally exchange
labels on a FEC-by-FEC basis. LDP, along with underlying
routing information provided using an IGP, can be used in a
process of building and maintaining L.DP forwarding tables
that map labels and next-hop egress interfaces. These for-
warding tables can be used to forward packets through MPLS
networks.

When a packet is received by an ingress edge node of an
MPLS network, the ingress node may determine a corre-
sponding FEC. Characteristics for determining the FEC for a
packet can vary, but typically the determination is based on
the packet’s destination IP address. Quality of Service for the
packet or other information may also be used to determine the
FEC. Once determined, the ingress edge node can access a
tableto selecta label that is mapped to the FEC. The table may
also map a next hop egress interface to the FEC. Before the
ingress edge node forwards the packet to the next hop via, the
ingress node attaches the label.

When a node receives a packet with an attached label (i.e.,
the incoming label), the node accesses an LDP forwarding
table to read a next hop egress interface and another label (i.e.,
an outgoing label), both of which are mapped to the incoming
label. Before the packet is forwarded via the egress interface,
the node swaps the incoming label with the outgoing label.
The next hop receives the packet with label and may perform
the same process. This process is often called hop-by-hop
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forwarding along a non-explicit path. The penultimate node
in the LSP may pop or remove the incoming label before
forwarding the packet to an egress edge node in the network,
which in turn may forward the packet towards its destination
using the packet’s destination address and an IP forwarding
table.

To illustrate the concept of an MPLS LSP, FIG. 1 shows a
portion of an example MPLS network 100 between access
network nodes AE1 and AE2 which may connect, for
example, to a traditional IP network. The MPLS network
includes nodes 102-122 coupled together via communication
links. An LSP from node 102 to node 122 can be created so
that all packets of a stream associated with a particular FEC
sent from node 102 to node 122 will travel through the same
set of nodes. Each node maintains information for an LSP
established through it in an LDP forwarding table. Thus, if
node 110 knows that node 114 is the next hop along the L.SP
for all packets received from node 102 that are destined for
node 122, node 110 can forward the packets to node 114.

When LDP is used to exchange labels and setup LSPs in an
MPLS network, the L.SPs are typically established based on a
shortest-path algorithm. Multiple LSPs between the same
source and destination nodes may also be established for
purposes of load-balancing in the network, through, for
example, the equal-cost multi-path (ECMP) load balancing
often employed in IP networks. This multi-path operation
makes it difficult to monitor the performance of a specific
network path in terms of, for example, packet loss or trans-
mission delay.

An explicit path can be established in an MPLS network by
using a protocol called Resource Reservation Protocol with
Traffic Engineering (RSVP-TE) instead of or in addition to
LDP. An explicit path, or “tunnel” is specified using RSVP-
TE when the initial node sends a request message from node
to node along the length of the requested LSP, and the final
node of the path confirms by sending back along the path the
MPLS labels to be used for the path. These labels must then be
added to the forwarding tables of the nodes along the path.
The reservation process must be done again if the LSP is
altered in response to a change in network topology or con-
ditions. Particularly if monitoring of multiple explicit paths is
desired, the time, signaling overhead, and label storage
required for using RSVP-TE for OAM purposes can be pro-
hibitive.

Segment Routing

Segment routing (SR) is a mechanism in which nodes
forward packets using SR forwarding tables and segment
identifiers (IDs). Like MPLS, segment routing enables a very
fast and simple forwarding engine in the data plane of a node.
Segment routing is not dependent on a particular Open Sys-
tems Interconnection (OSI) model data link layer technology
to forward packets.

In an embodiment, segment routing differs significantly
from MPLS routing in the control plane. Segment routing
nodes (i.e., nodes employing SR) make packet forwarding
decisions based on segment IDs as opposed to labels, and as
a result SR nodes need not employ LDP in their control
planes. Unless otherwise indicated, the SR nodes described
below lack LDP in the control plane. Instead of being
exchanged using a separate protocol such as LDP or RSVP-
TE, segment identifiers are communicated among nodes
using the IGP advertisements already employed to automati-
cally exchange topography information in IP networks. In an
embodiment, this IGP advertisement of SR identifiers is done
through extensions to IGP protocols such as the IS-IS and
OSPF protocols and to exterior gateway protocols such as
BGP.

10

15

20

25

30

35

40

45

50

55

60

65

6

Certain embodiments of the segment routing methods and
systems described herein are realized using data planes asso-
ciated with other routing mechanisms, such as the Internet
Protocol version 6 (IPv6) data plane or the MPLS data plane.
In the case of the MPLS data plane, for example, segment
identifiers are in one embodiment formatted as MPLS labels
and included in an LDP forwarding table, so that the MPLS
data plane is not altered. In the case of the IPv6 data plane,
segment identifiers are in one embodiment included in an
optional extension header provided for in the IPv6 specifica-
tion. It should be understood that, unless otherwise indicated,
any of the segment routing methods or systems described
herein may be realized using the MPLS, IPv6, or any other
data plane, in addition to a pure segment routing data plane.

Packets can enter an SR-enabled network via an ingress
edge node, travel hop-by-hop along a segment path (SP) that
includes one or more core nodes, and exit the network via an
egress edge node. An SR-enabled network includes means of
generating segment identifiers, communicating segment [Ds
among nodes, and forwarding packets based on segment IDs.
These functions are described in more detail within the seg-
ment routing description below.

Like MPLS labels, segment IDs are short (relative to the
length of an IP address or a FEC), fixed-length identifiers.
Segment [Ds may correspond to a topological instruction,
such as a segment of a network, or a service instruction, such
as a service provided by a network node. Topological seg-
ments represent one-hop or multi-hop paths to SR nodes.
Topological segments act as sub-paths that can be combined
to form a segment path. Stacks of segment IDs can represent
segment paths, and segment paths can be associated with
FECs as is further described below.

There are several types of segment IDs including nodal
segment IDs, adjacency segment 1Ds, area segment 1Ds, ser-
vice segment [Ds, etc. Nodal segment IDs (also called “node
segment IDs”) are typically assigned to nodes such that no
two SR nodes belonging to an autonomous system are
assigned the same nodal segment ID. In an embodiment,
nodal segment IDs are assigned to nodes by a path computa-
tion element (PCE) server, or other control-plane server. In
some embodiments, a user, such as a network administrator,
detects a node coming online or joining a network and assigns
the node a nodal segment ID. Nodal segment IDs can be
mapped to unique SR node identifiers such as node loopback
IP addresses (hereinafter node loopbacks). In one embodi-
ment, all assigned nodal segment IDs are selected from a
predefined ID range (e.g., [32, 5000]). In a further embodi-
ment, a separate, smaller ID range for nodal segment IDs is
assigned to each node, allowing a node to determine its own
nodal segment ID or IDs within the assigned range. A nodal
segment 1D corresponds to a one-hop or a multi-hop path to
an SR node assigned the nodal segment 1D, as is more fully
described below. In certain embodiments, multiple nodal seg-
ment [Ds are assigned to the same node. Multiple nodal
segment IDs for a node may, for example, allow alternate
paths to the node to be defined for traffic engineering pur-
poses. The converse situation is not permitted, however: a
single nodal segment ID cannot be associated with more than
one node.

An adjacency segment ID represents a direct link between
adjacent SR nodes in a network. Links can be uniquely iden-
tified. For purposes of explanation only, this disclosure will
identify a link using the loopbacks of nodes between which
the link is positioned. To illustrate, for a link between two
nodes identified by node loopback X and node loopback Y, the
link will be identified herein as link XY. Because loopbacks
are unique, link IDs referenced to loopbacks are unique. Link
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IDs should not be confused with adjacency segment IDs;
adjacency segment IDs may not be unique within a network.

Each SR node can assign one or more distinct adjacency
segment IDs for each of the node’s links. Adjacency segment
1Ds are locally significant; separate SR nodes may assign the
same adjacency segment ID, but that adjacency segment 1D
represents distinct links. In one embodiment, adjacency seg-
ment IDs are selected from a predefined range that is outside
the predefined range for nodal segment 1Ds.

SR nodes can advertise routing information including
nodal segment IDs bound to loopbacks, adjacency segment
IDs mapped to link IDs, etc., using protocols such as IGP
and/or BGP with SR extension. Nodes can use the routing
information they receive to create or update SR forwarding
tables. To illustrate, SR nodes may in one embodiment use the
routing information they receive and protocols such as open
shortest path first (OSPF) with SR extension in order to create
topology maps of the network, which in turn can be used to
identify next hop egress interfaces of shortest paths (SPTs) to
respective node loopbacks. The identified SPT or next hop
egress interfaces are then mapped to respective nodal segment
IDs in an SR forwarding table. Nodes can also map their
adjacency segment IDs to egress interfaces for respective
links in SR forwarding tables. Because adjacency segment
1Ds are only locally significant, however, adjacency segment
IDs should only be mapped in SR forwarding tables of the
nodes that advertise the adjacency segment IDs. In other
words, an SR node that advertises an adjacency segment 1D
should be the only node in the network area that has an SR
forwarding table that maps the adjacency segment ID to an
egress interface.

As noted above, SR enables segment paths (SPs), which
can be used for transporting packets through a network. Seg-
ment paths can be associated with FECs, and can be estab-
lished for a variety of purposes. Packets associated with the
same FEC normally traverse the same segment path towards
their destination. Nodes in segment paths make forwarding
decisions based on segment IDs, not based on the contents
(e.g., destination IP addresses) of packets. As such, packet
forwarding in segment paths is not dependent on a particular
Layer 2 technology.

Edge nodes and/or other devices (e.g., a centralized control
plane server) of an SR network use routing information
(nodal segment IDs bound to loopbacks, adjacency segment
1Ds mapped to link IDs, etc.) they receive in link advertise-
ments to create ordered lists of segment IDs (i.e., segment ID
stacks). Segment ID stacks correspond to respective segment
paths. Individual segment IDs in a segment ID stack may
correspond to respective segments or sub paths of a corre-
sponding segment path.

When an SR ingress edge node receives a packet, the node
or a centralized control plane server in data communication
with the node, can select a segment path for the packet based
on information contained in the packet. In one embodiment, a
FEC may be calculated for the packet using the packet’s
destination address. The FEC is then used to select a segment
1D stack mapped thereto. The ingress edge node can attach the
selected segment ID stack to the packet via an SR header. The
packet with the attached segment ID stack is forwarded along
and can traverse the segments of the SP in an order that
corresponds to the list order of the segment IDs in the segment
1D stack. A forwarding engine operating in the data plane of
each SR node can use the top segment 1D within the segment
1D stack to lookup the egress for the next hop. As the packet
and attached segment ID stack are forwarded along the SP in
ahop-by-hop fashion, segment IDs can be popped off the top
of'the segment ID stack. In another embodiment, the attached
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stack of segment IDs remains unchanged as the packet is
forwarded along the SP. In this embodiment, a pointer to an
active segment ID in the segment ID stack can be advanced as
the packet is forwarded along the SP. In contrast to MPLS,
however, segment IDs are typically not swapped as the packet
and attached segment ID stack are forwarded along the SP.

To illustrate general concepts of segment routing, FIG. 2
shows an example of an SR enabled provider network that is
in data communication with access network nodes AE1 and
AFE2. In the embodiment of FIG. 2, network 200 consists of
SR nodes 204-222. Nodes 204-210 are assigned unique nodal
segment [Ds 64-67, respectively, nodes 212-218 are assigned
unique nodal segment IDs 68-71, respectively, and node 222
is assigned a unique nodal segment ID of 72. Each of the SR
nodes 204-222 has interfaces that are identified as shown. For
example, node 204 has three interfaces designated 1-3,
respectively. Each of the nodes 204-222 is assigned a unique
loopback. Loopbacks A-D are assigned to nodes 204-210,
respectively, loopbacks M-P are assigned to nodes 212-218
respectively, and loopback Z is assigned to node 222. These
loopbacks are unique in the network and can be used for
several purposes such as calculating the topology of network
200, which in turn can be used to create segment paths and/or
to calculate paths according to a routing algorithm and thus
determine next hop egress interfaces for SR forwarding
tables. Nodes 204-222 can also assign locally significant
adjacency segment IDs. For example, node 208 can assign
adjacency segment IDs 9001-9003 to links CB, CD, and CO,
respectively.

Each of SR nodes 204-222 can advertise routing informa-
tion to the other nodes in network 202 using an IGP with SR
extensions. For example, node 208 can generate and send one
or more link state advertisements that include adjacency seg-
ment IDs 9001-9003 bound to link IDs CB, CD, and CO,
respectively, and nodal segment ID 66 bound to loopback C.
One of ordinary skill understands that link state advertise-
ments may contain additional information. Using the adver-
tisements they receive, the control planes of nodes 204-222
can generate respective SR forwarding tables for use in the
data planes. For example, node 208 can generate example SR
forwarding table 240 that maps adjacency segment IDs 9001-
9003 to node interface IDs 1-3, respectively, and nodal seg-
ment IDs such as 64, 65, 67,70, and 72, to node 208 interfaces
1,1, 2, 3, and 2, respectively, which are the next hop egress
interfaces determined by node 208 for loopbacks A, B, D, O,
and Z respectively. It is noted that in the embodiment shown,
only SR forwarding table 240 maps adjacency segment IDs
9001-9003 to interfaces; SR forwarding tables in the other
nodes of network 202 should not map adjacency segment [Ds
9001-9003. In the embodiment of FIG. 2, SR forwarding
table 240 also maps each segment ID to a stack instruction,
discussed further below.

In addition to creating SR forwarding tables based on
received segment ID advertisements, certain SR nodes or a
centralized control plane server (not shown) can create seg-
ment ID stacks for respective segment paths. For example,
ingress edge node 204 creates example segment 1D stack 224
for a segment path between ingress edge node 204 and egress
edge node 222. Example segment stack 224 can be created for
a particular FEC (e.g., FEC F). Example stack 224 includes
three segment IDs: nodal segment IDs 66 and 72 advertised
by nodes 208 and 222, respectively, and adjacency segment
1D 9003 advertised by node 208. Stack 224 corresponds to a
segment path in which packets flow in order through nodes
204, 206, 208, 216, 218, and 222.

In response to receiving a packet from access node AE1,
SR node 204 or a centralized control plane server (not shown)
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can select a segment 1D stack based on information contained
in the packet. For example, node 204 can calculate FECF for
a received packet P based on the destination IP address in
packet P. FEC F is mapped to example segment 1D stack 224
in a table not shown. Node 204 attaches segment 1D stack 224
to packet P. Example segment ID stack 224 lists segment [Ds
that correspond to one-hop and multi-hop segments that
packets traverse to reach egress edge node 222. The segments
collectively form the segment path corresponding to segment
1D stack 224. Once the segment ID stack 224 is attached to
packet P, ingress SR enabled node 204 may use the top seg-
ment ID in the stack to access an SR forwarding table for node
204 (not shown), similar to forwarding table 240 for node
208. In such a forwarding table, the top segment ID (in this
embodiment, segment ID=66) would correspond to egress
interface identifier 2, which is the next hop egress interface
calculated by node 204 for reaching node 208 (which corre-
sponds to nodal segment ID 66).

In an embodiment, an SR forwarding table such as table
240 may map each segment ID to a stack instruction in addi-
tion to an egress interface. In one such embodiment, the stack
instruction mapped to a nodal segment ID other than the nodal
segment ID ofthe node doing the forwarding is “Continue.” A
Continue instruction tells the forwarding node to leave the top
segment ID in the segment ID stack in place when forwarding
the packet to the next node along the segment path. In the
embodiment of FIG. 2, SR forwarding tables innodes 204 and
206 map top segment ID 66 to a Continue stack instruction in
addition to the appropriate egress interface. As a result, nodes
204 and 206 leave top segment ID 66 in place when forward-
ing packet P and its attached segment ID stack along the
segment path.

When the packet of FIG. 2 reaches node 208 having nodal
segment ID 66, SR forwarding table 240 maps top segment ID
66 to a “Next” stack instruction. A Next instruction tells the
forwarding node to remove the top segment identifier so that
the next segment identifier in the stack becomes the top iden-
tifier. At node 208 in FIG. 2, nodal segment ID 66 has served
its purpose of bringing the packet to its associated node and is
then removed from the stack. Because node 208 is the end-
point of nodal segment ID 66, no egress interface is mapped
to nodal segment ID 66 in SR forwarding table 240. Instead,
the forwarding engine of node 208 looks to the next segment
1D in the stack after removing segment ID 66. In the embodi-
ment of FIG. 2, the next segment ID in the stack is adjacency
segment ID 9003 associated with link CO. SR forwarding
table 240 maps segment ID 9003 to egress interface 3 and to
a Next stack instruction. Because an adjacency segment iden-
tifier encodes only a single link in a segment path, it does not
remain active in the segment stack once the packet is for-
warded across the corresponding link. Node 208 therefore
does notneed to retain segment ID 9003 and removes it before
forwarding the packet via egress interface 3.

Following removal of segment identifiers 66 and 9003 at
node 208, only nodal segment ID 72 remains in the segment
1D stack when the packet is received at node 216. Because
nodal segment ID 72 is not assigned to nodes 216 or 218,
these nodes forward the packet with its segment ID stack
unchanged, according to a Continue stack instruction mapped
to segment ID 72 in their respective SD forwarding tables (not
shown). In the embodiment of FIG. 2, when the packet
reaches node 222 having nodal segment ID 72, segment [D 72
is removed according to a Next instruction mapped to seg-
ment ID 72 in the SR forwarding table for node 222 (not
shown). No further segment IDs remain in segment ID stack
224 at this point. In an embodiment, the forwarding engine of
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node 222 employs traditional IP routing using the destination
IP address within packet P to forward the packet to access
node AE2.

In the embodiment of FIG. 2, segment ID stack 224
becomes smaller as packet P is routed through network 200,
because segment identifiers are removed from the stack as the
corresponding portions of the segment path are completed.
This removal of segment identifiers is consistent with, for
example, an implementation using the MPLS data plane. In
an embodiment, the SR Continue instruction is implemented
in the MPLS data plane by an MPLS swap operation having
the incoming label value equal to the outgoing label value.
The SR Next instruction is implemented as an MPLS pop
operation. Such a segment routing implementation using the
MPLS data plane may advantageously provide an implemen-
tation without the use of Label Distribution Protocol (LDP).
In certain cases, for example, the MPLS configuration of
using LDP for distribution of labels and IGP for distribution
of'network topology information can lead to errors because of
differences in the time needed for LDP and IGP to respond to
network disruptions. By using IGP for distribution of both
segment identifiers and network topology information, seg-
ment routing may reduce the potential for error in the event of
network disruptions.

In an alternative embodiment to that of FIG. 2, the stack of
segment [Ds attached to a packet remains unchanged as the
packet is forwarded along the segment path. In such an
embodiment, a pointer, or some other information is used to
identify an active segment 1D in the segment ID stack. The
pointer can be advanced or incremented as the packet is
forwarded along the segment path. This type of implementa-
tion may be particularly suitable, for example, to applying
segment routing to an IPv6 network. In an embodiment, a
segment ID stack and pointer field can be included within an
IPv6 extension header.

Forwarding table 240 in FIG. 2 includes a stack instruction
mapped to each segment identifier, as discussed above. In an
alternative embodiment, stack instructions could be deter-
mined on-the-fly by a forwarding engine in each node rather
than being included in SR forwarding tables. In one embodi-
ment, a method for determining whether to retain or remove
a segment identifier includes determining whether the top
segment ID in the segment ID stack of a received packet is the
nodal segment ID of the receiving node. If so, the nodal
segment ID is removed from the stack (or in an implementa-
tion using a pointer, the pointer identifying the active segment
1D is incremented). If there is no new top segment ID (i.e., the
removed segment ID was at the bottom of the segment 1D
stack) the packet P has arrived at the egress edge node of the
SR network, and further routing is done using the routing
mechanism (such as IP routing) of the external network. If a
new top segment ID is exposed, or if the original top segment
ID does not match the nodal segment ID of the receiving
node, the forwarding engine accesses the node’s SR forward-
ing table to read the egress interface that is mapped to the top
segment ID. When forwarding the packet to the mapped
egress interface, the segment ID is either removed if it is an
adjacency segment ID or retained if it is a nodal segment ID.
In an embodiment, the forwarding engine determines whether
the segment ID is an adjacency segment ID by comparing it to
a designated range of adjacency segment IDs available for
assignment within the network. In an alternative embodi-
ment, the determination involves checking a routing table or
segment routing database. In an alternative embodiment of
stack instructions for nodal segment identifiers, the nodal
segment identifier could be removed by the node immediately
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before the node that the nodal segment identifier is assigned
1o, in analogy to “penultimate-hop popping” of MPLS labels.

Topological segment identifiers such as nodal segment
identifiers and adjacency segment identifiers encode sub-
paths that can be used as building blocks to create any path
through a SR-enabled network. This is a particularly useful
capability in constructing explicit paths for testing purposes,
as done in certain Operations, Administration and Mainte-
nance (OAM) procedures.

Path Monitoring with Segment Routing

As size and utilization of networks increase, performance
monitoring and maintenance become increasingly important.
Various types of test packets and probes are used for moni-
toring and testing in IP networks. This disclosure describes
methods and systems for routing such packets or probes over
explicit paths in a network using segment routing techniques,
and for using this explicit path capability to isolate a fault in
the network.

In some embodiments, the methods and systems described
herein are used with various test packet or probe configura-
tions, and/or with testing protocols such as ping or traceroute.
Inparticular, the explicit path routing described herein may in
some embodiments be combined with methods and systems
for recording the explicit route, either the intended route or
the actual route (if different—for example, in the event of a
network change or failure). For example, the IPv6 implemen-
tation of segment routing discussed above carries the entire
segment ID stack of an intended route in an extension header,
with a pointer used to indicate the active segment. In this way,
the intended route of a test packet is recorded. In an imple-
mentation of segment routing using the MPLS data plane as
described above, the intended path is not retained by the
segment ID stack because the top segment ID in the stack is
removed as the corresponding network sub-path is traversed.

In certain embodiments, mechanisms other than the seg-
ment ID stack may provide for recording of an explicit path.
In one such embodiment, a metadata field inserted between
the bottom of a segment identifier stack (or MPLS label stack)
and the payload of a packet. Such a metadata field may be
signaled using a special type of label or segment ID. In an
embodiment, the signaling label or segment ID is not
involved in routing of the packet. In some embodiments, such
a metadata field includes a copy of the list of segment iden-
tifiers defining the intended path. In a further embodiment,
information could be inserted into the metadata field in the
course of packet routing to reflect the actual path taken by the
packet. In another embodiment of an IPv6 implementation,
an IPv6 extension header is used to collect IP addresses of
nodes in the actual path of a packet. The methods and systems
described herein can in some embodiments be combined with
these or other methods of recording an explicit path.

A portion 300 of an SR enabled network is shown in FIG.
3A. Nodes 304-316 of network portion 300 are assigned
unique nodal segment IDs 64-70, respectively. Each of the
nodes 304-316 is assigned a node prefix, or loopback, that is
unique within network portion 300. Node prefixes A-D are
provided for nodes 304-310, respectively, node prefixes G-H
are provided for nodes 312-314 respectively, and node prefix
Z is provided for node 316. Each of the nodes 304-316 has
interfaces that are identified as shown. For example, node 310
has three interfaces designated 1-3, respectively.

In addition to the nodal segment IDs assigned to each of
nodes 304-316, each node may also assign one or more adja-
cency segment IDs. A portion 320 of an SR routing table
relating adjacency segment IDs to node loopbacks in network
portion 300 is shown in FIG. 3B. In an embodiment, SR
routing table portion 320 is generated by an SR routing engine
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in each of nodes 304-316 using information received in IGP
advertisements sent by the other nodes in network portion
300. In an embodiment, the network nodes first receive adver-
tisements identifying the nodes in the network and how the
nodes are interconnected, and then advertise and receive
advertisements of segment identifiers associated with the
nodes. “SR routing table” as used herein refers to a data
structure relating segment identifiers to network topology
information, such as network nodes and the links between
them. The routing table is created by and used by the control
plane of a node. In an embodiment, the SR routing table is
within a link state database formed using advertisements over
IGP link state protocols having SR extensions. “SR forward-
ing table” as used herein refers to a data structure for a given
node relating segment identifiers to respective egress inter-
faces of the node for forwarding of a packet, as in table 240 of
FIG. 2. A forwarding table is created by the control plane of
a node for use by the data plane. Each of these tables may
alternatively take the form of a database or some other data
structure. In an embodiment, the SR forwarding table and SR
routing table may be combined into a single database or other
data structure at a node.

In the embodiment of FIG. 3B, SR routing table portion
320 includes an adjacency source node and an adjacency
destination node for each listed adjacency segment ID. The
source node and destination node reflect the direction of
travel of a packet routed using the corresponding adjacency
segment ID. For example, segment ID 891 is assigned by
node 304 (having loopback A) to the link between node 304
and node 306. Segment ID 891 should also appear in an SR
forwarding table for node 304 (not shown) mapping segment
1D 891 to egress interface 1 of node 304. Segment ID 562, by
contrast, is assigned by node 306 to a link between the same
two nodes, but in the other direction. Segment ID 562 should
also appear in an SR forwarding table for node 306 (not
shown) mapping segment ID 562 to egress interface 1 of node
306.

SR routing table portion 320 further includes information
on whether the link corresponding to each of the adjacency
segments is “protected.” A protected adjacency link is one for
which a backup path has been calculated and associated with
the adjacency segment 1D, so that in the event of a failure of
the primary link associated with the segment ID, a packet can
be routed along the backup path. In an embodiment, protec-
tion information is advertised among nodes using an exten-
sion to an IGP protocol such as IS-IS or OSPF. In a further
embodiment, protection of a link is communicated by setting
of a flag within an IGP protocol or an extension to such a
protocol. In such an embodiment, the flag may be a backup
flag, and the backup path may further be advertised using an
IGP protocol or extension thereof. In a further embodiment,
the backup path is included in an entry for the protected link
inan SR routing table. For example, in the case of segment ID
884 for protected link DZ, a backup path can be designated
along links DG, GH, and HZ. In an embodiment, the SR
routing table containing portion 320 also includes entries
associating adjacency segment IDs with these links, and the
entry for protected link DZ includes the designated backup
path.

Protected links are clearly advantageous for routing pur-
poses, making it more likely that a packet will reach its
destination despite link failures. Protected links may make
isolation of a failed link more difficult, however. In an
embodiment of an SR-enabled network, an adjacency link is
represented by at least two adjacency segment IDs: one asso-
ciated with an instruction that the link is to be protected with
abackup path, and another associated with an instruction that



US 9,369,371 B2

13

the link is not to be protected (or a lack of instruction to
protect the link). Links DZ and ZD in routing table portion
320 illustrate this practice. In an embodiment, if a segment
path includes an unprotected link and that link fails, a packet
routed to the failed link is dropped. In some embodiments of
methods described herein for isolating a failed link, segment
paths are formed using adjacency segment IDs corresponding
to unprotected adjacency links. Network testing may in some
embodiments be done using protected adjacency links, how-
ever. For example, connectivity testing using protected links
can identify situations in which both primary and backup
links have failed. Moreover, in embodiments for which the
actual path taken by a test packet is recorded (for example, in
one of the ways discussed above) a failed primary link may be
identified upon the return of a test packet showing that the
backup path was taken.

In a further embodiment relating to protection of adjacency
links, an adjacency segment identifier can be defined to
invoke testing of the designated backup path for a working
link. In an embodiment, such a segment ID can be imple-
mented as a service segment ID associated with an adjacency
link. In general, a segment ID can identify a topological
instruction (such as a path segment) or a service instruction. A
service segment ID identifies a service performed by a node,
such as deep packet inspection or packet filtering. In an
embodiment, a service identified by a service segment ID is
performed prior to forwarding of the packet carrying the
service segment ID to the next node on the segment path. Ina
further embodiment, the service segment ID is placed in a
segment ID stack below the segment ID that brings the packet
to the node performing the service, and above the segment 1D
that takes the packet away from the node performing the
service. In such an embodiment, a stack instruction associ-
ated with the service segment ID is Next, so that the service
segment ID is removed when the service is completed, and the
underlying segment ID in the stack is then used for forward-
ing of the packet to the next node on the segment path. In such
an embodiment, the service segment ID is not mapped to an
egress interface in a forwarding table such as table 240 of
FIG. 2.

In an embodiment for defining an adjacency segment iden-
tifier to invoke testing of the designated backup path for a
working link, a link such as link DZ of FIG. 3A could have an
additional segment ID associated with it in routing table
portion 320 of FIG. 3B. In addition to entries for adjacency
segment IDs 894 and 884, link DZ could have another entry
(not shown) for a third segment identifier. This additional
segment ID is a service segment ID mapping link DZ with an
instruction to assume, for purposes of the packet carrying the
service segment ID, that the link DZ has failed. The service
segment ID therefore puts node D into the state, for that
packet, of considering DZ to be a failed link. In the embodi-
ment of FIG. 3B, what happens when routing a packet to node
Z depends on the nature of the adjacency statement following
the service segment ID. In order to test the backup bath, the
segment ID below the service segment ID in the stack should
be segment ID 884 for the protected DZ link. Node D, assum-
ing that link DZ has failed, will then implement the backup
path mapped to the protected segment. Use of this service
segment ID followed by the protected segment ID therefore is
a way of testing whether the node properly implements the
backup path and whether the backup path is working.

FIG. 3C illustrates a series of segment ID stacks used in an
embodiment of a method for isolating a failed link in a net-
work. In an embodiment, the segment ID stacks of FIG. 3C
are generated by a path monitoring system in the network.
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The path monitoring system is in some embodiments imple-
mented as a path monitoring module within a network node.
In a further embodiment, the path monitoring module is an
ingress or egress node of the SR network. In other embodi-
ments the path monitoring system is implemented in a net-
work device, such as a network controller, in data communi-
cation with a network node. The path monitoring system
accesses routing data such as that in routing table portion 320
to generate segment 1D stacks encoding network paths of
interest. In the embodiment of FIG. 3C, the path monitoring
system is in data communication with node 304, and creates
segment ID stacks to encode test paths starting and ending at
this node.

In the embodiment of FIG. 3C, a path monitoring system
first generates segment ID stack 1. This stack encodes a path
from node 304 through nodes 306, 308, and 310 to node 316,
using segment [Ds 891, 892, 893 and 894. The path then
returns from node 316 through nodes 310, 308 and 306 to
node 304, as encoded by segment IDs 565, 564, 563 and 562.
In the embodiment of FIG. 3C, the segment paths are encoded
using non-protected links. Segment ID stack 1 may be
inserted into a header of a test message, or packet, for routing
of the message through network 300. How the segment ID
stack is inserted specifically depends upon the data plane
implementation of the network. In an IPv6 implementation,
for example, the segment ID stack is included in an extension
header between the IP header and the payload of the test
packet. In an MPLS implementation, the segment ID stack is
instantiated as an MPLS label stack and included in a header
between the data link layer header and the IP header of the test
packet. Whatever the data plane implementation, the segment
1D stack is attached to the test message in a manner allowing
the stack to be accessed by an SR forwarding engine.

Segment 1D Stack 1 may be used to route a test packet
along its encoded path as part of a path monitoring procedure.
In some embodiments, a test packet may be sent repeatedly
along the path in a continuous fashion, to provide continuous
monitoring. In other embodiments, the path may be moni-
tored at intervals, or only when there is a suspected fault. If a
test packet routed using segment ID stack 1 fails to return,
additional segment ID stacks are used to isolate the location
of a failure on the path. Segment ID stack 2 encodes a path
from node 304 to node 310 and back, leaving out links DZ and
7D from the path of segment ID stack 1. Ifa test packet routed
using segment ID stack 2 returns successfully, the failure is
between nodes 310 and 316. If the test packet routed with
segment ID stack 2 also fails to return, a test packet is routed
using segment ID stack 3, which encodes a path from node
304 to node 308 and back. Successful return of the packet
routed using segment 1D stack 3 indicates a failure between
node 308 and 310. If the test packet routed using segment 1D
stack 3 fails to return, the method of FIG. 3C continues with
encoding of the next shortest path using segment ID stack 4.
Successtul return of a test packet routed using segment 1D
stack 4 indicates a failure between nodes 306 and 308, while
a failure of such a test packet to return indicates a failure
between nodes 304 and 306. In alternate embodiments, test
packets routed using segment 1D stacks 2, 3 and 4 can of
course be sent in a different order, such as reverse order. In
another alternate embodiment, test packets encoded with
using segment ID stacks 2, 3 and 4 are sent in rapid succes-
sion, without waiting to determine whether one packet returns
before sending another.

FIG. 3D illustrates two additional segment identifier stacks
that may be employed in an embodiment of a method for
determining the direction of a link failure. In the embodiment
of FIG. 3D, it is assumed that a method such as that described
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above with reference to FIG. 3C has detected a failure
between nodes 308 and 310 of network portion 300 of FIG.
3A. Because this method of isolating the failed link involves
traversing each link in both directions, it is not known which
direction(s) of the link exhibit the failure. In other words, the
failed link could be CD, or DC, or both. Segment ID stacks 5
and 6 of FIG. 3D make use of nodal segment IDs to probe each
direction separately. A test packet routed using segment 1D
stack 5 is first routed to node 310 using nodal segment ID 67,
then to nodes 308, 306 and 304 using adjacency segment [Ds
564, 563 and 562. This test packet therefore attempts to
traverse link DC on its path back to node 304. A test packet
routed using segment ID stack 6 is routed from node 304
through nodes 306 and 308 to node 310, using adjacency
segment IDs 891, 892 and 893, and then back to node 304
through nodal segment ID 64.

A key point in understanding the use of nodal segment IDs
in segment ID stacks 5 and 6 of FIG. 3D is that a nodal
segment ID encodes the shortest available path to anode. That
path is calculated by the routing engine of a node based on
IGP advertisements from other nodes, and updated in the
event of network changes. Use of a nodal segment ID there-
fore ensures that a routed packet will get to the identified node
somehow (barring an exceptional event such as removal of the
node itself from the network, or an aggregation of failures so
large that methods of identifying a particular failed link are of
little applicability). In the embodiment of FIG. 3D, it should
also be understood that FIG. 3 A illustrates a portion 300 of a
network, such that the entire network includes additional
paths to each node not shown in FIG. 3A. In a typical network
situation, therefore, nodal segment ID 67 of segment stack 5
will get a test packet to node 310 of network portion 300.
Adjacency segment 564, on the other hand, is associated with
unprotected adjacency link DC. If link DC has failed, a test
packet routed using segment stack 5 will not return success-
fully. Similarly, nodal segment ID 64 of segment stack 6 will
return a test packet to node 304 if the packet arrives at node
310through adjacency segment ID 893, the previous ID in the
stack. If the link CD associated with adjacency segment 1D
893 has failed, a test packet routed using segment stack 6 will
not return successfully.

The capability of rapidly reaching any node in a SR-en-
abled network by using a nodal segment identifier can be
extremely useful in monitoring paths within the network,
particularly when the path of interest is remote from the path
monitoring system. A nodal segment identifier can be used to
get a test packet to the beginning of the path of interest,
followed by adjacency segment IDs to traverse the explicit
path to be monitored. Another nodal segment ID may then be
used to get the packet quickly back to the monitoring system.

FIG. 4A illustrates a portion 400 of another embodiment of
a segment routing enabled network. Nodes 404-410 of net-
work portion 400 are assigned unique nodal segment IDs
64-67, respectively, and nodes 412 and 414 are assigned
nodal segment IDs 70 and 71, respectively. Node prefixes
A-D are provided for nodes 404-410, respectively, node pre-
fix E is provided for node 414, and node prefix Z is provided
for node 412. Each of the nodes 404-412 has interfaces that
are identified as shown. For example, node 410 has three
interfaces designated 1-3, respectively. Network portion 400
includes two paths between node 404 and node 412: one
through node 408 and the other through node 414. In an
embodiment, these two paths are established as having equal
cost through IGP advertisements by the nodes of network
portion 400, so that an ECMP load-balancing algorithm
routes network traffic between node 404 and node 412
equally between the two paths. A monitoring system in data
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communication with node 404 could attempt to monitor the
path to node 412 using nodal segment 1D 70, for node 404,
attached to a test message. Because of the two equal-length
paths to node 412, however, it would not be known which path
the test message would take.

FIG. 4B illustrates a pair of segment identifier stacks that
can be used to separately monitor each of the paths in network
portion 400 from a monitoring system in data communication
with node 404. Segment identifier stack 1 includes nodal
segment identifier 66, encoding a path to node 408, followed
by nodal segment identifier 70, encoding a path from node
408 to node 412. Because the shortest path to node 408 from
node 404 is through nodes 404, 406 and 408, a test packet
routed using nodal segment ID 66 will travel that path in the
absence of a broken link in the network. Similarly, segment
1D stack 2, including nodal segment ID 71 and nodal segment
1D 70, will cause a test packet to be routed along the lower
path through nodes 404, 406, 414, 410 and 412.

As noted above, it is unlikely that a test packet routed using
anodal segment identifier would be dropped in the event of a
broken link in the network. Instead, the packet would be
routed to the destination node using an alternate path (the new
shortest path to the node). Nodal segment IDs may therefore
be less useful than adjacency segment IDs for generating test
paths to isolate actual broken links. Other testing and moni-
toring functions, such as monitoring latency, may be more
readily carried out using nodal segment IDs. In some embodi-
ments, however, a broken link or other network fault may be
inferred from data obtained by routing a test packet using a
nodal segment. For example, in an embodiment for which the
actual path taken by a test packet is recorded, a comparison of
the expected path to the destination node to the actual path
may indicate a problem with the intended path. Alternatively
orinaddition, alonger-than-expected transit time for a packet
routed using a nodal segment may indicate that the packet
traveled by a particularly circuitous route, again indicating a
problem with the expected shortest path to the node. The
segment 1D stacks of FIG. 4C illustrate a sequence of test
packets similar to that of FIG. 3C, except that nodal segment
identifiers are used. Segment stack 1 of FIG. 4C encodes a
path from node 404 to node 412 and back using the upper path
through node 408. Segment stack 2 encodes a path from node
404 to node 408 and back. In certain embodiments test paths
encoded using these segment ID stacks may indicate a prob-
lem in either the first part of the upper path (through nodes
404, 406 and 408) or the second part of the upper path.

FIG. 4D illustrates segment ID stacks that may be used to
route test packets in order to isolate a problem in the first part
of the upper path of network portion 400. In an embodiment
for which a fault such as a broken link is suspected in the path
from node 404 to node 408 that nodal segment ID 66 is
expected to encode, segment ID stacks such as those of FIG.
4D containing adjacency segment IDs may be useful in iso-
lating the fault. The embodiment of FIG. 4D uses the same
adjacency segment IDs for nodes 404 through 408 as are
shown in routing table portion 320 of FIG. 3B for nodes 304
through 308 of the network of FIG. 3A. Segment ID stack 3
includes adjacency segment IDs encoding a path from node
404 to node 408 and back, while segment ID stack 4 includes
adjacency segment IDs encoding the path from node 404 to
node 406 and back. If a test packet routed using one of these
segment stacks fails to return or otherwise indicates degraded
network performance, the faulty link can be isolated in the
manner described above in the discussion of FIG. 3C.

FIG. 5A illustrates an example of a system and method for
probing the links within a bundle between two routers remote
from a monitoring system. Unlike any of the nodes in the
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networks shown in FIGS. 2, 3A and 4A, SR-enabled routers
506 and 508 in FIG. 5A have multiple links between them.
Links L1, L2 and L3 form a bundle between the two routers.
The links connect to separate interfaces labeled 1, 2, and 3 on
each router. Router 508 is assigned nodal segment 1D 72.
Monitoring system 502 is separated from routers 506 and 508
by network portion 504. Monitoring system 502 is either
associated with or in data connection with a network node,
and has access to segment identifier information such as that
in SR routing table portion 510 of FIG. 5B.

In the embodiment of FIG. 3B, SR routing table portion
510 maps an adjacency segment identifier to each direction of
each of the three links between routers 506 and 508. Moni-
toring system 502 uses this segment identifier information to
create a segment 1D stack for attachment to a test packet. In an
embodiment the test packet is an IP probe having as its source
and destination address the IP address of the monitoring
system.

An example of a portion 520 of an SR forwarding table for
node 506 is shown in FIG. 5C. Forwarding table portion 520
maps the adjacency segment IDs for each of the links from
router 506 to router 508 to its respective egress interface at
router 506. Each of the adjacency segment identifiers is also
mapped to a Next stack instruction, so that the adjacency
segment identifier is removed (or the segment ID stack’s
pointer is moved to the next segment ID) when a packet is
forwarded over the corresponding adjacency link. Nodal seg-
ment ID 72 is mapped to all three of the egress interfaces of
router 506. Assuming the three links are of equal length and
configured to be of equal cost, traffic routed using nodal
segment ID 72 can travel over any of the links, and is likely
spread between all of them by an ECMP load-balancing algo-
rithm. In the embodiment of F1G. 5C, nodal segment ID 72 is
associated with a Continue stack instruction in SR forwarding
table portion 520.

FIG. 5D illustrates an example of a segment ID stack 530
created by monitoring system 502 for attachment to a test
packet. In an embodiment in which monitoring system 502 is
connected to a non-SR-enabled portion of the network, a
suitable tunneling mechanism is used to get the segment 1D
stack to the edge of the SR-enabled portion of the network
that contains routers 506 and 508. In the SR-enabled network
portion, the probe packet is routed to router 508 as encoded by
nodal segment ID 72 at the top of stack 530. Router 508, using
a SR forwarding table similar to table portion 520 for router
506, forwards the probe over link L1 to router 506, as encoded
by adjacency segment identifier 662. Router 506 then for-
wards the probe over link [.2 back to router 508, as encoded
by adjacency segment identifier 992. Router 508 then for-
wards the probe over link [.3 back to router 506, as encoded
by adjacency segment identifier 664. At this point all of the
segment identifiers in the stack have been removed (or made
inactive by incrementing of a pointer). In an embodiment,
router 506 then uses traditional IP forwarding to send the
probe back to the monitoring system. In a further embodi-
ment, additional adjacency segment IDs are added to a seg-
ment ID stack attached to a test probe, so that both directions
of the links may be monitored.

The flowchart of FIG. 6A illustrates an example of a
method for monitoring a test path. A method such as that of
FIG. 6A may be carried out by a path monitoring system
associated with or in data communication with an SR-enabled
network node. The method begins in step 602 with selecting
a plurality of segment identifiers to encode a test path. In an
embodiment, this selection includes accessing a data struc-
ture relating network topology information with the plurality
of'segment identifiers. SR routing table portions 320 of FIGS.
3B and 510 of FIG. 5B are examples of such a data structure.
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The segment identifiers are assembled into a segment ID
stack (step 604), which is then inserted into a header of a test
message (step 606). As discussed further above, the particular
way the segment ID stack is inserted into the header depends
on the data plane implementation of the SR-enabled network.
The test message is then forwarded according to a forwarding
table entry for the segment identifier at the top of the segment
identifier stack (step 608).

If the test message is successfully routed through the test
path encoded by the segment ID stack (Y branch of decision
610), the method of FIG. 6A ends. In a further embodiment,
sending of the test message to monitor the test path is repeated
at intervals. In another embodiment, test messages carrying
the segment ID stack are sent continuously.

In an embodiment, successful routing of the test message
through the test path means that the test message reaches the
final node of the test path. In an alternate embodiment, suc-
cessful routing of the test message includes obtaining values
within an expected range of one or more network metrics,
such as latency. In another embodiment, successful routing of
the test message includes a match between the expected test
path and a path actually taken by the packet. If the test mes-
sage is not successfully routed through the test path (N branch
of decision 610), the method of FIG. 6A continues with a
process for isolating the faulty portion of the test path. This
process begins in step 612 with assembling a subset of the
segment identifiers from the last attempted test path into an
additional segment ID stack encoding an additional test path.
Because only a subset of the segment identifiers from the
previous test path is used, the additional test path is shorter
than the previous test path. The additional segment ID stack is
inserted into a header of a test message and the test message
is forwarded according to a forwarding table entry for the top
segment identifier on the segment ID stack (steps 614 and
616). Successful routing of the additional test message indi-
cates that the fault in the original test path is in the portion of
the original test path left out of the additional test path (steps
618 and 620). Unsuccessful routing of the additional test
message (N branch of decision 618) causes the process to be
repeated with a still-shorter test path. The method of steps 612
through 620 is similar to that described in the discussion of
FIG. 3C above, and is subject to at least the same variations
and alternative embodiments as discussed with regard to that
example.

FIG. 6B is a flowchart illustrating a method for monitoring
apath encoded by a nodal segment identifier. As noted above
in the discussion of FIGS. 4A-4D, the path encoded by a
nodal segment identifier may be subject to load balancing and
adjustments due to network changes. The method of FIG. 6B
begins in step 622 with selecting a plurality of segment iden-
tifiers to encode a single possible path to the destination node
of'a nodal segment identifier. As discussed above in connec-
tion with FIG. 6A, this selection includes accessing a data
structure relating network topology information with the plu-
rality of segment identifiers, such as an SR routing table or a
link state database built using SR extensions to an IGP pro-
tocol. In an embodiment, segment identifiers to encode a
single path include a nodal segment identifier corresponding
to anode partway along the test path, such that there is a single
shortest path to the node associated with the nodal segment
identifier, and that shortest path forms a portion of the test
path. In an alternative embodiment, segment identifiers to
encode a single path include adjacency segment identifiers to
explicitly specify the test path. The method continues with
assembling the segment ID stack, inserting the stack into a
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header of a test message and forwarding the test message
(steps 624-628), all in a similar manner as described for FIG.
6A above.

If the test message is successfully routed through the test
path encoded by the segment ID stack (Y branch of decision
630), the process of steps 622-628 is repeated for any addi-
tional paths possibly encoded by the nodal segment identifier.
If test packets are routed successfully over each of the pos-
sible paths to the destination node, the method of FIG. 6B
ends. In a further embodiment, sending of test messages to
monitor the possible paths to the destination node is repeated
at intervals. In another embodiment, segment-routed test
messages are sent continuously along each of the possible
paths encoded by the nodal segment identifier.

Particularly in embodiments for which the individual test
paths corresponding to anodal segment identifier are encoded
using shorter nodal segment identifiers, a network fault is
unlikely to result in non-return of a test packet. In an embodi-
ment, successful routing through the test path includes
obtaining values within an expected range of one or more
network metrics, such as latency. For example, if the time
taken to traverse a test path including nodal segment identi-
fiers is much longer than expected, a fault in the expected path
resulting in a particularly circuitous route may be indicated.
In an embodiment, successful routing of the test message
includes a match between the expected test path and a path
actually taken by the packet.

If'the test message is not successfully routed through one of
the individual test paths (N branch of decision 630), the
method of FIG. 6B continues with a process for isolating the
faulty portion of the test path. In the embodiment of FIG. 6B,
this process begins at step 634 by replacing any nodal seg-
ment identifiers in the test path having a suspected fault with
adjacency segment identifiers. At least in the case of a broken
network link, use of adjacency segment IDs simplifies the
process of isolating the fault. In an alternate embodiment,
replacement of nodal segment IDs with adjacency segment
IDs could be delayed until the fault is isolated to a smaller
portion of the test path. Once the path to be tested further is
encoded using adjacency segment identifiers, the process of
isolating a fault goes forward in the manner described above
for steps 612-620 of FIG. 6A.

FIG. 6C is a flowchart illustrating an example of a method
for determining the direction of a suspected faulty link. The
process of FIG. 6C is similar to that described with reference
to FIG. 3D, except that in FIG. 6C a nodal segment identifier
is employed at the top of a segment ID stack, in order to
rapidly move the test message to the beginning of the test
path. This feature of the embodiment of FIG. 6C may be
particularly useful in situations where the path to be moni-
tored or tested is remote from the monitoring system. The
method begins in step 650 with selecting a plurality of adja-
cency segment identifiers to encode a first test path traversing
a suspected faulty link in a first direction. The segment iden-
tifiers are selected through accessing of a data structure relat-
ing the segment identifiers to the network topology, as dis-
cussed above with reference to FIGS. 6A and 6B.

The method of FIG. 6C continues in step 652 with assem-
bly of a first segment ID stack having at the top of the stack a
nodal segment identifier corresponding to the first node of the
first test path. This top segment ID is followed by the plurality
of adjacency segment IDs selected in step 650, where the
adjacency segment IDs for the nodes further along the test
path in the first direction are situated successively lower in the
segment ID stack. An additional nodal segment identifier
corresponding to the node closest to the path monitoring
system is inserted at the bottom of the first segment ID stack
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(step 654). The complete segment ID stack is then inserted
into a header of a test message, the test message is forwarded
according to a forwarding table entry for the segment ID at the
top of the segment ID stack, and the success or failure of
routing the test message in the first direction is recorded (steps
656-660).

A similar procedure is then carried out for testing of the
suspected faulty link in the other direction. The method con-
tinues in step 662 with selecting a plurality of adjacency
segment identifiers to encode a second test path traversing the
suspected faulty link in a second direction opposite to the first
direction. A second segment ID stack is assembled having at
the top of the stack a nodal segment identifier corresponding
to the first node of the second test path (step 664). This top
segment ID is followed by the plurality of adjacency segment
IDs selected in step 662, where the adjacency segment IDs for
the nodes further along the test path in the second direction
are situated successively lower in the segment ID stack. An
additional nodal segment identifier corresponding to the node
closest to the path monitoring system is inserted at the bottom
of the second segment ID stack (step 666). The complete
segment 1D stack is then inserted into a header of a test
message, the test message is forwarded according to a for-
warding table entry for the segment ID at the top of the
segment ID stack, and the success or failure of routing the test
message in the second direction is recorded (steps 668-672).

In the embodiment of FIG. 6C, if the test message routed
along the first test path in the first direction fails, the faulty
link has a failure in the first direction. Similarly, if the test
message routed along the second test path in the second
direction fails, the link is faulty in the second direction. Use of
a nodal segment ID at the top of the segment 1D stack allows
the test packet to quickly reach the beginning of the test path.
Use of a nodal segment 1D at the bottom of the segment 1D
stack allows the test packet to be quickly returned to the path
monitoring system after traversing the test path (if the path is
successfully traversed). In an alternative embodiment, the test
message can be returned to the monitoring system using IP
routing, if the test message is in the form of an IP packet
including the IP address of the monitoring system as its
source and destination address.

FIG.7A is ablock diagram of an exemplary embodiment of
a path monitoring system that may perform methods as
described herein. In the embodiment of FIG. 7A, monitoring
system 700 is combined with a network node and has for-
warding and routing capabilities similar to those of a network
node. Monitoring system 700 includes network interface 702
for connection to one or more networks. Network interface
702 contains the mechanical, electrical and signaling cir-
cuitry for communicating data over physical links coupled to
a network such as network 100 of FIG. 1 or the networks of
FIGS. 2, 3A, 4A and 5A. Network interface 702 may be
configured to transmit and/or receive data using a variety of
protocols and protocol suites, including MPLS, GMPLS,
TCP/IP, SONET/SDH, Ethernet, OTN, and so forth. Network
interface 702 may also be used to implement one or more
virtual network interfaces, such as for Virtual Private Net-
work (VPN) access. Network interface 702 is coupled to
processor 704 and may also be coupled to memory 706 of
apparatus 700.

Memory 706 includes a plurality of storage locations
addressable by processor 704 and network interface 702 for
storing software programs and data structures associated with
the methods described herein. In the embodiment of FIG. 7A,
memory 706 includes routing engine 710. Routing engine
710 includes computer executable instructions that when
executed by processor 704 are operable to receive network
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information and generate a data structure such as routing
table 714 to relate segment identifiers to the topology of the
network. Routing engine 710 further includes computer
executable instructions operable to generate a forwarding
table such as forwarding table 716 relating segment identifi-
ers to respective egress interfaces for forwarding packets or
messages. In an embodiment, forwarding table 716 further
relates segment identifiers to respective stack instructions
indicating whether a segment identifier is to be removed or
retained when forwarding a packet. Memory 706 further
includes forwarding engine 712. Forwarding engine 712
includes computer executable instructions that when
executed by processor 704 are operable to read the top seg-
ment identifier in a segment ID stack attached to a packet or
message, access a forwarding table such as forwarding table
716 to obtain forwarding instructions for the top segment
identifier, and forward the packet or message according to the
forwarding instructions.

Memory 706 also includes path monitoring module 708.
Path monitoring module 708 includes computer executable
instructions that when executed by processor 704 are oper-
able to perform operations including accessing segment iden-
tifier information from a data structure such as routing table
714, selecting segment identifiers to encode a particular test
path, creating a segment ID stack, and inserting a segment 1D
stack into a header of a test packet or message. In an embodi-
ment, path monitoring module 708 interacts with forwarding
engine 712 to implement forwarding of a test packet accord-
ing to a segment 1D stack in a header of the test packet.

An alternative embodiment of a monitoring system is illus-
trated by the block diagram of FIG. 7B. In the embodiment of
FIG. 7B, monitoring system 720 is in communication with a
network node 730, but not integrated with the node. In the
embodiment of FIG. 7B, the routing and forwarding func-
tions and tables are stored in node memory 734 of node 730.
Path monitoring module 708 in monitoring system 720 can
access segment identifier information and packet forwarding
functionality through processor 704 and the respective net-
work interfaces 702 of monitoring system 720 and node 730.

FIG. 8 is a block diagram of an embodiment of a node 800
that may be employed in the networks described herein. In
this depiction, network device 800 includes a number of line
cards (line cards 802(1)-802(N)) that are communicatively
coupled to a control module 810 (which can include a for-
warding engine, not shown) and a route processor 820 via a
data bus 830 and a result bus 840. Line cards 802(1)-(N)
include a number of port processors 850(1, 1)-850(N, N)
which are controlled by port processor controllers 860(1)-860
(N). It will also be noted that control module 810 and route
processor 820 are not only coupled to one another via data bus
830 and result bus 840, but are also communicatively coupled
to one another by a communications link 870. In alternative
embodiments, each line card can include its own forwarding
engine.

When a message or packet is received, the message is
identified and analyzed by a node such as node 800 in the
following manner Upon receipt, a message (or some or all of
its control information) is sent from one of the port processors
850(1,1)-850(N, N) at which the message was received to one
or more of those devices coupled to data bus 830 (e.g., others
of port processors 850(1, 1)-850(N, N), a forwarding engine,
and/or route processor 800). Handling of the message can be
determined, for example, by a forwarding engine. For
example, a forwarding engine may determine that the mes-
sage should be forwarded to one or more of port processors
850(1, 1)-850(N, N). This can be accomplished by indicating
to corresponding one(s) of port processor controllers 860(1)-
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860(N) that the copy of the message held in the given one(s)
of port processors 850(1, 1)-850(N, N) should be forwarded
to the appropriate one of port processors 850(1, 1)-850(N, N).
In this example, the segment routing enabled routing and
forwarding functionality described above with respect to, for
example, FIG. 2 can be implemented in control module 810
and/or route processor 820.

As will be appreciated in light of the present disclosure,
processes according to concepts embodied by systems such
as those described herein include one or more operations,
which may be performed in any appropriate order. The opera-
tions referred to herein may be modules or portions of mod-
ules (e.g., software, firmware or hardware modules). For
example, although the described embodiment includes soft-
ware modules, the various example modules may be applica-
tion specific hardware modules. The software modules dis-
cussed herein may include script, batch or other executable
files, or combinations and/or portions of such files. The soft-
ware modules may include a computer program or subrou-
tines thereof encoded on computer-readable storage media.

Additionally, it will be apparent to those skilled in the art in
light of the present disclosure that the boundaries between
modules are merely illustrative and alternative embodiments
may merge modules or impose an alternative decomposition
of functionality of modules. For example, the modules dis-
cussed herein may be decomposed into submodules to be
executed as multiple computer processes, and, optionally, on
multiple computers. Moreover, alternative embodiments may
combine multiple instances of a particular module or sub-
module. Furthermore, those skilled in the art will recognize in
light of the present disclosure that the operations described in
example embodiments are for illustration only. Operations
may be combined or the functionality of the operations may
be distributed in additional operations in accordance with the
methods and systems disclosed herein.

Alternatively, such actions may be embodied in the struc-
ture of circuitry that implements such functionality, such as
the micro-code of a complex instruction set computer (CISC),
firmware programmed into programmable or erasable/pro-
grammable devices, the configuration of a field-program-
mable gate array (FPGA), the design of a gate array or full-
custom application-specific integrated circuit (ASIC), or the
like.

Although the present invention has been described in con-
nection with several embodiments, the invention is not
intended to be limited to the specific forms set forth herein.
On the contrary, it is intended to cover such alternatives,
modifications, and equivalents as can be reasonably included
within the scope of the invention as defined by the appended
claims. For example, it should be appreciated by those skilled
in the art in view of the present disclosure that, unless other-
wise indicated, modifications and variations described with
respect to one embodiment are applicable to other similar
embodiments.

What is claimed is:

1. A method, comprising:

selecting a plurality of segment identifiers, wherein

said selecting comprises accessing a data structure relat-
ing each of the segment identifiers to one or more
nodes within a network, and

interior gateway protocol (IGP) advertisements are used
to communicate the segment identifiers for creation or
updating of the data structure;

assembling the plurality of segment identifiers into a seg-

ment identifier stack, wherein the segment identifier
stack encodes a test path within the network for
attempted routing of a test message;
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inserting the segment identifier stack into a header associ-

ated with the test message; and
forwarding the test message according to an entry in a
forwarding table corresponding to a segment identifier
at the top of the segment identifier stack, wherein IGP
advertisements are used to communicate the segment
identifier at the top of the segment identifier stack for
creation or updating of the forwarding table.
2. The method of claim 1, further comprising determining
whether the test message is routed through the entirety of the
test path.
3. The method of claim 2, further comprising, in response
to a determination that the test message is not routed through
the entirety of the test path:
assembling a subset of the plurality of segment identifiers
into an additional segment identifier stack, wherein the
additional segment identifier stack encodes an addi-
tional test path for attempted routing of an additional test
message, and wherein at least one link between adjacent
nodes ofthe test path is not included in the additional test
path;
inserting the additional segment identifier stack into a
header associated with the additional test message;

forwarding the additional test message according to a for-
warding table entry corresponding to a segment identi-
fier at the top of the additional segment identifier stack;
and

determining whether the additional test message is routed

through the entirety of the additional test path.

4. The method of claim 1, wherein:

the plurality of segment identifiers comprises an adjacency

segment identifier; and

the adjacency segment identifier is related by the data

structure to a link between two adjacent nodes of the
network.

5. The method of claim 4, wherein the adjacency segment
identifier is associated with an instruction not to protect the
link represented by the adjacency segment identifier with a
backup path in the event of a failure of the link.

6. The method of claim 4, wherein the adjacency segment
identifier is associated with an instruction that the link repre-
sented by the adjacency segment identifier has failed.

7. The method of claim 1, wherein:

the plurality of segment identifiers comprises a nodal seg-

ment identifier;

the nodal segment identifier is related by the data structure

to a specific node of the network; and

the nodal segment identifier represents a path through the

network to the specific node.

8. The method of claim 7, wherein the nodal segment
identifier represents the shortest available path through the
network to the specific node.

9. The method of claim 7, wherein the nodal segment
identifier is related by the data structure to an internet protocol
(IP) loopback address of the specific node.

10. The method of claim 4, wherein:

the plurality of segment identifiers further comprises a

nodal segment identifier;

the nodal segment identifier is related by the data structure

to a specific node of the network; and

the nodal segment identifier represents a path through the

network to the specific node.

11. The method of claim 10, wherein said assembling
comprises placing the nodal segment identifier at the top of
the segment identifier stack and at least one adjacency seg-
ment identifier in a remainder of the segment identifier stack.
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12. A monitoring system comprising:

one or more network interfaces adapted for data commu-

nication with one or more respective network nodes; and

a processor configured to

select a plurality of segment identifiers,

access a data structure relating each of the plurality of
segment identifiers to one or more nodes within a
network, wherein interior gateway protocol (IGP)
advertisements are used to communicate the segment
identifiers for creation or updating of the data struc-
ture,

assemble the plurality of segment identifiers into a seg-
ment identifier stack, wherein the segment identifier
stack encodes a test path within the network for
attempted routing of a test message,

insert the segment identifier stack into a header associ-
ated with the test message, and

forward the test message according to an entry in a
forwarding table corresponding to a segment identi-
fier at the top of the segment identifier stack, wherein
IGP advertisements are used to communicate the seg-
ment identifier at the top of the segment identifier
stack for creation or updating of the forwarding table.

13. The monitoring system of claim 12, further compris-
ing:

the data structure;

the forwarding table; and

a routing engine adapted to

receive segment identifiers communicated using IGP
advertisements,

create the data structure relating segment identifiers to
one or more nodes within the network, and

create the forwarding table, wherein the forwarding
table relates segment identifiers to corresponding net-
work interfaces for forwarding of a message.

14. The monitoring system of claim 12, wherein the pro-
cessor is further configured for data communication with a
network node via the network interface, and the network node
comprises:

the data structure;

the forwarding table; and

a routing engine adapted to

receive segment identifiers communicated using IGP
advertisements,

create the data structure relating segment identifiers to
one or more nodes within the network, and

create the forwarding table, wherein the forwarding
table relates segment identifiers to corresponding net-
work interfaces for forwarding of a message.

15. The monitoring system of claim 12, wherein the pro-
cessor is further configured to determine whether the test
message is routed through the entirety of the test path.

16. The monitoring system of claim 12, wherein the data
structure comprises a model of a topology of an autonomous
system within the network.

17. The monitoring system of claim 12, wherein the data
structure comprises a link state database.

18. The monitoring system of claim 12, wherein:

the plurality of segment identifiers comprises an adjacency

segment identifier; and

the adjacency segment identifier is related by the data

structure to a link between two adjacent nodes of the
network.
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19. The monitoring system of claim 18, wherein:

the plurality of segment identifiers comprises first and sec-
ond adjacency segment identifiers related by the data
structure to the same primary link between two adjacent
nodes of the network;

the first adjacency segment identifier is associated with an
instruction to protect the primary link with a backup link
in the event of a failure of the primary link; and

the second adjacency segment identifier is associated with
an instruction not to protect the primary link with a
backup link in the event of a failure of the primary link.

20. The monitoring system of claim 12, wherein:

the plurality of segment identifiers comprises a nodal seg-
ment identifier;

the nodal segment identifier is related by the data structure
to a specific node of the network; and

the nodal segment identifier represents a path through the
network to the specific node.

21. The monitoring system of claim 18, wherein:

the plurality of segment identifiers further comprises a
nodal segment identifier;

the nodal segment identifier is related by the data structure
to a specific node of the network; and

the nodal segment identifier represents a path through the
network to the specific node.
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